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Analysis of Chattering in Systems
With Second-Order Sliding Modes
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Abstract—A systematic approach to the chattering analysis
in systems with second-order sliding modes is developed. The
neglected actuator dynamics is considered to be the main cause
of chattering in real systems. The magnitude of oscillations in
nonlinear systems with unmodeled fast nonlinear actuators driven
by second-order sliding-mode control generalized suboptimal
(2-SMC G-SO) algorithms is evaluated. Sufficient conditions for
the existence of orbitally stable periodic motions are found in
terms of the properties of corresponding Poincaré maps. For
linear systems driven by 2-SMC G-SO algorithms, analysis tools
based on the frequency-domain methods are developed. The first
of these techniques is based on the describing function method
and provides for a simple approximate approach to evaluate the
frequency and the amplitude of possible periodic motions. The
second technique represents a modified Tsypkin’s method and
provides for a relatively simple, theoretically exact, approach to
evaluate the periodic motion parameters. Examples of analysis
and simulation results are given throughout this paper.

Index Terms—Frequency-domain methods, limit
Poincaré map analysis, sliding-mode control.
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1. INTRODUCTION

HE sliding-mode control (SMC) approach was developed
T in the late 1950s [42], and by the end of the 1970s, it was
recognized as one of most promising robust control techniques
[25], [38], [39], [17], [41].

However, the very first implementations of the SMC tech-
nique showed that the real sliding mode exhibited chattering,
which appears to be the most problematic issue in SMC appli-
cations [44].

The following three main approaches to chattering elimina-
tion and attenuation in SMC systems were proposed in the mid-
1980s.
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— The use of the saturation control instead of the discontin-
uous one [14], [36]. This approach allows for the control
continuity but cannot restrict the system dynamics onto
the switching surface. It only ensures the convergence to
a boundary layer of the sliding manifold whose size is de-
fined by the slope of the saturation characteristics.

— The observer-based approach [13], [41]. This method al-
lows for bypassing the plant dynamics by the chattering
loop. This approach reduces the problem of robust con-
trol to the problem of exact robust estimation and, conse-
quently, can lead to the deterioration of robustness with
respect to the plant uncertainties due to the mismatch be-
tween the observer and plant dynamics [44].

— The high-order sliding-mode approach [18], [26]. It al-
lows for finite-time convergence to zero of not only the
so-called sliding variable but its derivatives too. This ap-
proach was actively developed over the last two decades
[4], [6], [7], [5], [26], [27], [30], [23], [34] as not only
means of chattering attenuation but also as means of robust
control of plants of relative degree two and higher. Theo-
retically, rth-order sliding modes would totally suppress
chattering in the model of the system (but not in the actual
system) when the relative degree of the model of the plant
(including actuators and sensors) is r. Yet, no model can
fully account for parasitic dynamics and, consequently, the
chattering effect cannot be avoided.

There are different approaches to analysis of chattering that
take into account different causes of chattering: the presence
of fast actuators and sensors [40], [20], [22], [42], [9] and the
existence of time delay and hysteresis [43], [3], [40], [41]. There
also may be other causes of chattering: the effect of quantization
(see, for example, [28]) and a bifurcation of the system behavior
(see [8] and bibliography therein).

The purpose of this paper is to develop a systematic approach
to the chattering analysis in control systems with second-order
sliding-mode controllers (2-SMC) caused by the presence of fast
actuators.

A. Methodology of Analysis

There exist two approaches to analysis of fast oscillations
caused by the presence of fast actuators: the time-domain ap-
proach, which is based on the state—space representation, and
the frequency-domain approach.

The estimation of the oscillation magnitude in standard (i.e.,
first-order) SMC systems with fast actuators and sensors was de-
veloped in [40], [21], and [22] via the combined use of the singu-
larly perturbed relay control systems theory and the Lyapunov
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techniques. However, the Lyapunov theory is not easily appli-
cable to the description of the finite-time convergence properties
of 2-SMC system, and the trajectories generated by 2-SMC al-
gorithms are much more complicated than those generated by
the first-order SMC, thereby requiring new decomposition and
estimation techniques.

The Poincaré maps are successfully used for analysis of peri-
odic oscillations in the relay control systems (see, for example,
[31] and [16]). In [20], a decomposition of Poincaré maps
was proposed to analyze chattering in systems with first-order
sliding modes, which led to Pontryagin—Rodygin-like [32] av-
eraging theorems. Such theorems provide sufficient conditions
for the existence and stability of fast periodic motions.

The describing function (DF) method [2] offers finding
approximate values of the frequency and the amplitude of
periodic motions in systems with linear plants driven by the
sliding-mode controllers [45], [33]. The Tsypkin locus [43]
provides an exact solution of the periodic problem, including
finding exact values of the amplitude and the frequency of the
steady-state oscillation. The aforementioned frequency-domain
methods were developed to analyze relay feedback systems and
cannot be used directly for the analysis of 2-SMC systems. In
[10] and [11], the DF method was adapted to analysis of the
twisting and the super-twisting 2-SMC algorithms [26]. In [12],
a DF-based method of parameter adjustment of the generalized
suboptimal (G-SO) 2-SMC algorithm [5], [7] was proposed
to ensure the desired frequency and amplitude of the periodic
oscillation (chattering).

B. Main Contribution

In this paper, a systematic approach to analysis of chattering
in 2-SMC systems is developed. The presence of parasitic dy-
namics is considered to be the main cause of chattering, and the
respective effects are analyzed by means of a few techniques.
The treatment is developed by considering the G-SO algorithm
[5], [7]. The main results could be easily generalized to the
twisting algorithm [26] with minor modifications in the proofs.

For a class of nonlinear uncertain systems with nonlinear fast
actuators, the following holds.

1) It is proved that the approximability domain [29], [46]
of the 2-SMC G-SO algorithms depends on the actuator
time constant  as O(p?) and O(y) for the sliding 2-SMC
variable and its derivative, respectively. Next, results con-
cerning the detailed analysis of the chattering trajectories
are obtained via the Poincaré maps and frequency-domain
methods, which involve the fullest utilization of the system
model.

2) Sufficient conditions of the existence of asymptotically or-

bitally stable periodic solution are obtained in terms of
Poincaré maps.
For linear, possibly linearized, dynamics driven by 2-SMC
G-SO algorithms, frequency-domain methods of analysis
of the periodic solutions are developed, and, in particular,
the following hold.

3) The describing function method is adapted to perform an
approximate analysis of the periodic motions.
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4) The Tsypkin’s method is modified for the analysis of the
systems driven by 2-SMC G-SO algorithms. This modi-
fication allows for finding exact values of the parameters
of periodic motions, without requiring for the actuator dy-
namics to be fast.

Remark 1: 1t is necessary to note here that the problem of
chattering in the 2-SMC systems due to the presence of the fast
actuators is dual to the problem of the chattering in the 2-SMC
systems due to the presence of the fast inertial sensors (see, for
example, [22]).

Remark 2: Note that we are not considering here the problem
of sliding manifold design.

C. Paper Structure

This paper is organized as follows. In Section II, a class of
nonlinear systems with nonlinear fast actuators is introduced.
In Section III, we show that the 2-SMC G-SO algorithm with
suitably chosen parameters steers the system trajectories in
finite time towards an invariant vicinity of the second-order
sliding set. We also estimate the amplitude of chattering
oscillations as a function of the actuator time constant. In
Section IV, sufficient conditions of the existence and stability
of fast periodic motions in a vicinity of the second-order sliding
set are derived via the Poincaré map approach. In Section V,
frequency-domain approaches to chattering analysis are devel-
oped. The describing function method is adapted in Section V-A
to carry out analysis of periodic motions in systems with linear
plants. In Section V-B, the Tsypkin’s method is modified to
obtain the parameters of the periodic motion exactly. Examples
illustrating the application of the proposed methodologies are
spread over the paper. The proofs of the theorems are given in
Appendices I-V.

II. THE 2-SMC SYSTEMS WITH DYNAMIC ACTUATORS

We will consider a nonlinear single-input system
T =a(x,z1) (H

with the state vector x = [21,Z2,...,2,] € X C R™ and the

scalar “virtual” control input z; € Z; C R. The plant input z;
is modifiable via the dynamic fast actuator

wz = h(z,u) )

where z = [21,29,...,2m] € Z C R™ is the actuator state
vector, w € U C R is the modifiable actuator input, and u €
R* is a small positive parameter. Let o : X x Z; — R™ and
h: 7 x U — R™ be vector fields satisfying proper restrictions
on their growth and smoothness that will be specified in Section
1.

Let the control task for systems (1) and (2) be the finite-time

vanishing of the scalar output variable
s1(#): X = S1CR 3)

which defines the sliding manifold s; (z) = 0 assigning desired
dynamic properties (e.g., stability) to the constrained sliding-
mode dynamics. Define
0s1(x)
ox

a(x,z1): X X Z1 — S “4)

52(:E7Zl) =
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and assume that the following conditions hold V(z, z;) € X x
Zli

e}

8—2182(1},2’1) =0 (5)
g |0

o %[82(&7,21)@(3?,21)] # 0. (6)

Laborious but straightforward computations show that condi-
tions (5) and (6) hold if and only if
rank J(z,21) = 2 V(z,21) € X x Z1 7

with the matrix .J defined as follows:

331 881 881
_ | 0z1 Oz o,
Hea) = o5, 0sy 953 0y |0 ©
dxry Oxo ox, 021

By virtue of the inverse function theorem, one can explicitly
define a vectorw € W C R" 2 and a diffeomorfic state coordi-
nate change z = ®(s,w) : SXxW — X, withs = [s1,s92] € S,
which is one to one at any point where condition (7) holds [15].

Assume that vector w can be selected in such a way that its
dynamics does not depend on the plant input variable z1, i.e.,
let the transformed systems (1) and (2) dynamics in the (w, s)
coordinates be defined as follows:

W = g(w, s) ©)
51 =152 $3= f(w,s,2) (10)
wz = h(z,u) (11)

where g : W xS — R 2, f:WxSx2Z, — R, and h :
Z x U — R™ are smooth functions of their arguments such that
feC?W xS x Z],ge C*HW x S],and h € C?[Z x U],
where upper bar means the closure of domain.

This means that the “sliding variable” s; has a well-defined
relative degree r = 2 with respect to the plant input variable z;
over the whole domain of analysis.

We consider the case when the actuator output z; has the full
relative degree m, equal to the order of the actuator dynamics,
with respect to the discontinuous control .

Remark 3: The special form (9) for the internal dynamics
can be always achieved if the original dynamics (1) has affine
dependence on z; [24]. We are considering in this paper the
subclass of nonaffine systems (1) for which such a special choice
of vector w can be found.

III. GENERALIZED SUBOPTIMAL ALGORITHM:
CONVERGENCE CONDITIONS

Consider system (9)—(11) driven by the G-SO 2-SMC algo-
rithm [7]

u = —Usign(s; — Bs1mi) (12)

where U and (3 are the constant controller parameters and s1;
is the latest “singular point” of s1, i.e., the value of s; at the most
recent time instant ¢y7;(4 = 1,2,...) such that §;(¢p;) = 0.
Our analysis is semiglobal in the sense that the initial conditions
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w(0), s(0), and z(0) are assumed to belong to the known, arbi-
trarily large, compact domains Wy, Sy, and Z, respectively.

The solutions of the system (9)—(12) are understood in the
Filippov sense [19].

Remark 4: Since the relative degree between the sliding
output s; and the discontinuous control w is m + 2, only sliding
modes of order m + 2, occurring onto the following sliding set!
[26] can take place

s1=0 (13)
§1=8=0 (14)

51(w,0,21) = f(w,0,21) =0 (15)
(16)

s$™ (w,0,2) =0 (17)
s (1,0, 2) = 0. (18)

The internal dynamics in the (m + 2)-th order sliding-mode
is described by?
w = g(w,0). (19)
Suppose that for all w € W and z € Z there exists a unique
isolated value of u = ug(z,w) as a solution of equation

s (1,0, 2,u) = 0 (20)
which maintains the system trajectories onto the (r+2)th-order
sliding domain (13)—(18). Note that the actuator input u appears
explicitly as an argument of (20), but not of (13)—(18), according
to the fact that the relative degree of s; with respectto u is m+2.

Then, the system equilibrium point can be computed as the
unique solution wy, 2o, uo(wo, z0) of the system of (15)—(20).
The knowledge of the equilibrium point will be used in
Section V-A to define a local linearization for the system
9)-(11D).

Assumption 1: The internal dynamics (9) and the actuator dy-
namics (11) meet the following input-to-state stability proper-

ties for some positive constants &1, &2 [35]

[w@® < lw(O)]| + & sup |ls(7)]] 21
0<r<t
(22)

121 < 12(0)[1 + & sup fu(7)]-
0<r<t

Assumption 2: There exist positive constants Hg, Hq,
H>, G,,, and Gy, such that function f is bounded as follows:

z1 <0: — H(s,w) 4+ Gprz1 < fw, s1, 82, 21)
< F](s,w) + G2t

z1 > 0: — I:I(s,w) + Gmz1 < f(w, s1, $2,21)
< FI(SJU) + Gzt

H(s,w) = Ho + Hl|s|| + Ha||w].

(23)
(24)

IThe successive total time derivatives of s; must be evaluated along the tra-
jectories of system (9)—(11) in the usual way.

2In this case, the (m + 2)th-order sliding dynamics does not depend on the
control, i.e., it does not depend on the definition of solutions in (m + 2)th-order
sliding mode.
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Fig. 1. Bounding curves for the function f.

Assumption 3: Consider the actuator dynamics (11) with the
constant input u(t) = U,t > to. Then, Ve € (0, 1), there is
Y € [Ym,vm] and N(g) > 0 such that

|21 = U <enU ¥Vt >t + N(e)p. (25)

Assumption 1 prescribes a linear growth of ||w(¢)|| and
||z(t)]| with respect to ||s(t)]| and |u|, respectively. Assumption
2 guarantees that the virtual plant control input z;, with large
enough magnitude, can set the sign of f (see Fig. 1). The
knowledge of constants &1, &2, Hy, ..., Gy is mainly a tech-
nical requirement. With sufficiently large U, and § € [0.5,1)
sufficiently close to 1, stability can be insured regardless of
&1, ..., Gy, Assumption 3 requires a “nonintegrating” stable
actuator dynamics whose settling time in the step response is
O(p). Note that v and N are considered uncertain. Assump-
tion 3 is always satisfied, e.g., in the special case of a linear
asymptotically stable actuator dynamics.

Assume, only temporarily, that there exists a certain constant
H such that |ﬁ (s, w)| < H, then conditions (23)—(24) reduce
to the following:

21<0=>—-H+Gpyxn < f(w,sl,SQ,zl) <H+Gnxn
21>0= —H+ Gz < f(w,s1,82,21) < H+ Gpyzy
(26)
which can be represented graphically as in Fig. 1. The dashed

lines limit the “admissible region” for the uncertain function f.
Consider the following tuning rules:

__ nH _an—1) )
V= (1_6)7me ﬂe <1 77_|_1_|_A71 27
_ Y Gar(1+4¢€) ' '
A= TEEMITSL >l ee(01) ge(01),
(28)

In Theorem 1, we will show that with sufficiently large H
and sufﬁcieptly small y, control (12) and (27)—(28) ensures that
condition |H (- )| < H holds, and furthermore, it is shown that a
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Fig. 2. Steady-state evolution of s; and s5.

positively invariant u-neighborhood of the second-order sliding
set s; = s = 0, defined as

Ou = {(s1,82) : |s1] < p1p®, |s2| < pop} (29)

attracts in finite time the system trajectories.

Theorem 1: Consider system (9)—(11), satisfying Assump-
tions 1-3 and driven by the G-SO controller (12) and (27)—(28).
Then, if H is sufficiently large and p is sufficiently small, the
closed-loop system trajectories enter in finite time the invariant
domain O,, defined by (29), where p; and p are proper con-
stants.

Proof: See Appendix 1.
Simulation Example: Consider system

= —sin(w) + 51 + 82
. . s
$1 = 89,80 = —22 + 514+ w+ [2 4+ cos(z1 + s2)]21
1455
MEL = 22 jZ2 = —21 — Z2 + U. (30

The initial conditions and the controller parameters are
51(0) = 20732(0) = 5,’[1)(0) = 5721(0) = 22(0) = O,U =
80, and 8 = 0.8. Fig. 2 shows the time evolution of s; and s
when = 0.001. The amplitude of chattering was evaluated
as the maximum of |s;| and |s3]| in the steady state, yielding
[si|] < 0.0007 and |s2| < 0.4. We performed a second test
using ;o = 0.01. The accuracy of s; changed to 0.07, and the
accuracy of ss changed to 4, in perfect accordance with (29).
Simulations show high-frequency periodic motions for s1, s2,
and w. In the following, those ‘“chattering” trajectories are
investigated in further detail.

IV. POINCARE MAP ANALYSIS

We are going to derive conditions for the existence of stable
periodic motions, in the vicinity O, of the second-order sliding
set, in terms of the properties of some associated Poincaré
maps. We will also give a constructive procedure to compute

the parameters of chattering. Introducing the new variables
2 1

y1 = i “s1 and y2 = p~ ~s2, we can rewrite system (9)—(11)
in the form

W = g(w, p*y1, nys) 31)

piy =y2 gz = f(w, p’y1, py2, 21) (32)

pz = h(z,u(p’y)). (33)
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Note that the G-SO algorithm (12) is endowed by the homo-
geneity property u(u2y1) = u(y1). To study the fast oscillations
of the system under investigation, consider the original system
in the fast time (OSFT)

dw/dr = pg(w, >y, py2) (34)
dyr/dr =y dya/dr = f(w, pPy1, pya, z1)  (35)
dz/dT = h(z,u(y1)) (36)

and the fast subsystem (FS) with the “frozen” slow dynamics
(w € W is considered as a fixed parameter)

dyr/dr =yo  dyz/dT = f(w,0,0, z1)
dz/dr = h(Z,u(j1))-

(37)
(38)

Consider the solution of system (37) and (38) with initial con-
dition

77 (0,w) =77 75 (0,w) =0

zH(0,w) =2 f(w,7{,0,2)) <0 (39)

such that f(w,#y,0,2)) < O for all w € W. Suppose
that for all w € W there exists the smallest positive
root of equation 7 = T(w) for which g3 (T'(w),w) =
0, f(w, 77 (T(w),w),0,z (T(w),w)) < 0. Now, we can
define for all w € W the Poincaré map

(50, 29) — = (40, 0) = [;((TT(%),,;U))} (40)

of the domain f(w,y1,0,21) < 0 on the surface y» = 0 into
itself, generated by system FS (37) and (38) (the details of this
mapping are described in Appendix II).

A. Sufficient Conditions for the Periodic Solution Existence

Let us suppose that the FS (37) and (38) has a nondegenerated
isolated periodic solution and the following conditions hold.

Condition 1: Yw € W, the FS (37) and (38) has an isolated
To(w)-periodic solution

(G10(7, w), Yoo (T, W), Zo (T, w)). 41)

Condition 2: Yw € W, the Poincaré map =(w, 7Y, 2°) has
an isolated fixed point (g5 (w), z*(w)) corresponding to the pe-
riodic solution (41).

Condition 3: Yw € W, the eigenvalues \;(w)(i =
1,...,m + 1) of the matrix

9= .
m(’w:% (w), 2*(w))

are such that |\;(w)| # 1.
Condition 4: The averaged system

dw
dt
1 -To(’w)
- / 9w 07 w). Gao (7, w), Zo(r, w)) dr

(43)

(42)
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has an isolated, nondegenerated, equilibrium point wy, such that

d
p(wo) =0 det ﬁ(wo) # 0. (44)

Theorem 2 is true.
Theorem 2: Under conditions 1-4, system (31)—(33) has an
isolated periodic solution near the cycle

(w07 Y10 (t/ll’7 ’100)7 g?O(t/ll’7 ’lU())./ Zp (t/!/(l7 ’lU())) (45)
with period p(Tp(wo) + O(p)).
Proof: See Appendix III.
B. Sufficient Conditions of Stability of Periodic Solution
Letv;(wo)(j = 1,...,n—2) be the eigenvalues of the matrix

(dp/dw)(wp). Suppose that the periodic solution of FS (37) and
(38) is exponentially orbitally stable and the equilibrium point
of the averaged equations is exponentially stable.

Condition 5: |\j(w)| < 1,(i=1,...,m+1).

Condition 6: v;(wy) are real negative, i.e.,

vj(wy) <0

Theorem 3: Under conditions 1-6, the periodic solution (45)
of the system (31)—(33) is orbitally asymptotically stable.
Proof: See Appendix IV.
C. Example of Poincaré Map Analysis

Consider the following linear dynamics:

w=—w+ Y
Y1=Y2 Y2=2
Wi =—z+u wu= —sign <y1 - §y11\1> . (46)

We have shown that analysis of periodic solutions can be per-
formed by referring to the decomposition into fast and slow sub-
system dynamics. The FS dynamics

dy1/dr =ya dyz/dr =2z dz/dr=-z+4+u 47

generates the following Poincaré map Z*(yi1,2) =
(ZF (y1,2), 23 (y1,2)) of the domain z < 0 on the sur-
face y2 = 0 into the domain z > 0 of the same surface (see
Appendix V for the detailed derivation)

_ 1 -
B (y1,2) = gy + (2 + 1)(1 = 7o) = TLITS

+

1
=+ e = (T e 3

+2
2T7’

—1)+

B (y1,2) = L+ ((z + De T —2)e T (48)

where T3}, = T3, (y1, 2) and T,f = T;f (y1, z) are the smallest
positive roots of the following:

1 1
gui (2t (e T + TH —1) - ETS‘Z,? =0
+1D)1—e To)+((z+ e Tw—2)(1—e D)
+ T, -1, =0.

(49)

(50)
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The Y, time evolution
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Trajectory in the Y, -V, plane

0.5 1 1.5 2
Time [sec]

(W)

5 o

Fig. 3. Transient trajectories with ¢ = 0.1: (a) y; time evolution and (b) y1-y- trajectory.

Taking into account the symmetry of dynamics (47) with re-
spect to origin (0, 0, 0), we can skip the computation of the map
=7 (y1, z) and rewrite condition for the periodicity of system
(47) trajectory in the form

Ei" (y(l)p,zg) = —y(l)p E;’ (y(l)p,zg) = —zg. (28
The fixed points are
i, A 3.95 z) ~ —0.96 (52)

and the switching times are
Th ~201 TF~393 T =15 +1}~594. (53)

The Frechet derivatives entering the Jacobian matrix are given
by

o=, o=,
; 0= Wilo -0y 0% o o)
= Ay | 0 =
Wilo -0y 0% o o)
—0.4894 1.5273
=1 0.0095 —0.0147} (54)

The eigenvalues of matrix J are eig(J) = [-0.5182,0.0141],
i.e., they are both lying within the unit circle of the complex
plane, which implies that the periodic solution of the FS (47) is
orbitally asymptotically stable.

The averaged equations for the internal dynamics has the
form v = —w. Now, from Theorems 1-3, it follows that 1)
system (46) has an orbitally asymptotically stable periodic so-
lution lying in the O, boundary layer (29) of the second-order
sliding set y; = y2 = 0 and 2) in the steady state, the internal
dynamics w variable features a O(u) deviation from the equi-
librium point w = 0 of the averaged solution. It is also expected
from Theorem 2 that the period of oscillation is O(p).

The period and amplitude of the periodic solutions of (46) can
be easily inferred from (52) and (53) via proper p-dependent
scaling.

D. Simulations

These results have been checked by means of computer sim-
ulations. The initial conditions are w(0) = 4;1(0) = y2(0) =
z(0) = 1. The value p = 0.1 was used in the first test. It is ex-
pected, on the basis of the previous considerations, that y; ex-
hibits a steady oscillation with amplitude z%yf, ~ 0.0395 and
period 2qu+ ~ 1.18s. The plots in Fig. 3 highlight the con-
vergence to the periodic solution starting from initial conditions
outside from the attracting O,, domain.

Now, let us check the period and the amplitudes of the steady
solutions of y1, y2, and w. The corresponding plots are reported
in Fig. 4. The y; time evolution features the expected amplitude
and period previously computed. System (46) was also simu-
lated with a different value of i, say p = 0.01. We expect that
the period of the oscillation scales down by factor 10, becoming
near 0.12s. We also expect that the amplitude of the oscillation
of y; and y, scales down by factors 100 and 10, respectively,
and that w is closer to the equilibrium point w = 0 of the aver-
aged solution. This is confirmed by the plots in Fig. 5.

V. FREQUENCY-DOMAIN ANALYSIS

The Poincaré-map-based analysis provides an exact but
complicated approach. Therefore, the use and adaptation of
frequency methods for the chattering analysis in control sys-
tems with the fast actuators driven by 2-SMC G-SO algorithms
seems expedient. However, this approach applies to linear
dynamics. For this reason, in this section, we assume that the
plant plus actuator dynamics are either linear or linearized in
the conventional sense in a small vicinity of the domain (29).

Section V-A discusses the problem of local linearization and
Section V-B states formally the analysis problem. Section V-C is
devoted to the describing function approach (see, for example,
[2]) to the analysis of the G-SO algorithm in the closed loop.
This approach is approximate and requires the linearized system
(actuator and plant) being a low-pass filter. This assumption is
equivalent to the hypothesis of the actuator being fast. Thus,
Section V-D presents the modified Tsypkin locus [43] method,
which does not require the filtering hypothesis, and, further-
more:
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The y, time evolution with p=0.1. Zoom on steady state.
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Fig. 4. Steady-state analysis with # = 0.1: (a) y1 time evolution, (b) y- time
evolution, and (c) w time evolution.

— provides exact values of the frequency and the amplitude of
the periodic motion as a solution of an algebraic equation
and the use of an explicit formula, respectively;

— does not require for actuator to be fast.

A. Local Linearization of System (9)—(11)

We have shown that controller (12) can provide for the ap-
pearance of a stable sliding mode of order m + 2, and that
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Fig. 5. System (46) with ¢ = 0.01: (a) y; time evolution, (b) y- time evolu-
tion, and (c) w time evolution.

the system (9)—(12), with full state vector ¢ = [wT, s, 2T],
has a fixed equilibrium point £, = (wyp, 0, zg) (see Remark 4).
The constant equilibrium value for the actuator input is v =
ug(wo, 29), then it is reasonable to linearize the system (9)—(12)
in the small neighborhood of the point &y by considering the
constant control value u in the terms depending on it.
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=B sty Bk,

(b)

Fig. 6. (a) Closed-loop system with the G-SO algorithm. (b) Control characteristic in steady state.

Simple computations yield the following linearized
dynamics:
£ =A¢+Bu
51 =C¢ (55
99 99 9dg
ds1  0sy  Ow
0 1 0 0
A= \|90f of of 9f (56)
0s;y 0sy Ow 0z
oh
0 0 0 =
. 0z
oh
B:[0,0,...,O,—} c=1,...,0,1,0,...,0] (57)
ou

where the nonzero element of C is represented by its (n — 1)th
entry according to the state-output relationship s; = C¢. The
characteristic matrix A and control gain vector B contain some
partial derivatives of functions f, g, and A which must be eval-
uated in the considered equilibrium point £y and equilibrium
control value ug.

Because the system trajectories will converge to an O(pu)
vicinity of the equilibrium, the accuracy of the linear approxi-
mation depends on the p parameter; the smaller y is, the higher
the accuracy becomes. The transfer function and harmonic re-
sponse of the linearized system (55)—(57), which is asymptoti-
cally stable by construction, can be computed straightforwardly.

B. Problem Statement

Consider the transfer function W (s) of a linear stable dy-
namics and the associated harmonic response W (jw). The
closed-loop system with the G-SO algorithm is presented in
Fig. 6(a).

The term s157; appearing in the switching function of control
(12) changes stepwise at the time instants tp7;(i = 1,2,...) at
which $1(tpr;) = 0. During the periodic motion, sy i an
alternating (ringing) series of positive and negative values, i.e.,
sV ors =8t sty and — st (here, “p” stands for periodic).
The control sign change would occur at the time when the plant
output is equal to +(3s}, ;. Therefore, in the periodic motion, the
control function (12) can be represented by the hysteretic relay
nonlinearity in Fig. 6(b). This representation opens the way for
the use of the frequency-domain methods developed for analysis
of relay feedback systems [2], [43]. The main difference from

the conventional application of the existing methods is that the
hysteresis value is unknown a priori.

C. DF Analysis

DF analysis is a simple approach which can provide in most
cases a sufficiently accurate estimate of the frequency and the
amplitude of a possible periodic motion. The main difference
between the considered case and a conventional relay system
is that the hysteresis value (s}, is actually unknown. To solve
this problem, we can consider that during a periodic motion the
extreme values of the output coincide, in magnitude, with its
amplitude. Therefore, s/,, is actually the unknown amplitude
of the periodic motion. The DF of the relay with a negative hys-
teresis is given as follows [2]:

4c b2 4bc
A)=— 1L ;2%
(A= T

where b = [y4, is a half of the hysteresis, ¢ = U is the relay am-
plitude, and A, = y#, is the amplitude of the harmonic input to
the relay. Then, we can exploit the given relationships between
the hysteresis parameters and the oscillation parameters in order
to obtain the following expression for the DF of the G-SO algo-
rithm:

(58)

a(4y) = — (V1= +jB). (59)
A periodic solution can be found from the harmonic balance
equation W (jw) = —(1/q(4,)) [2], where the negative recip-

rocal of the DF (59) is as follows:

= TR (T R )
q 4U
As usual, the periodic solutions correspond to the points of in-
tersection of the W (jw) and —1/¢(A,) loci, the latter being a
straight line backing out of the origin with a slope that depends
only on parameter /3, as depicted in Fig. 7.

Therefore, a periodic motion may occur if at some frequency
w = w the phase characteristic of the actuator-plant transfer
function W is equal to —180° — arcsin(f3). If such a require-
ment is fulfilled, so that intersection between the two plots oc-
curs, then the frequency and the amplitude of the periodic solu-
tion can be derived from the “crossover” frequency @ and from
the magnitude of vector O A in Fig. 7, respectively. An intersec-
tion point will certainly exist if the overall relative degree of the
combined actuator-plant degree is three or higher.

4U
TA,

(60)
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1 Im

Fig. 7. DF analysis.

TABLE I
PERIODIC MOTION ANALYSIS OF SECTION VI-A
Frequency Amplitude
[rad sec™ ]
DF 24.9 0.0020
Modified Tsypkin Locus 23.26 0.0024
Simulation 22.25 0.0025

D. Exact Frequency-Domain Analysis via Modified Tsypkin
Locus

The DF analysis given previously provides a simple and sys-
tematic, but approximate, evaluation of the magnitude and fre-
quency of the periodic motions in linear systems driven by the
G-SO algorithm (12). An exact solution, which does not re-
quire the actuator to be fast, can be obtained via application
of the Tsypkin’s method [43].

The Tsypkin locus approach involves computing the fol-
lowing complex function A(w), called the Tsypkin locus:

Aw) = % > Re{W[(2k - w]}
k=1

oo

FITY o T {W(2k — 1))

k=1

(61)

where c is the magnitude of the relay output. The frequency @
of the periodic solution can be found by solving the equation
ImA (@) = —b, where 2b is the hysteresis value. Unfortunately,
the hysteresis b is a function of the unknown amplitude of the
oscillations, and the explicit formula for the “true” amplitude of
the oscillations does not exist.

The problem of the exact frequency-domain analysis can be
conveniently solved by the technique presented in the following.
Introduce the complex function ®(w) as follows:

(w) = —\/[Ay(w)P —? (Zw) +iy(Sw)  ©

where y((7/w),w) is the value of the system output at the time
instant when the relay switches from —Vj; to Vi (7 /w is half
a period in the periodic motion and ¢ = 0 is assumed, without
loss of generality, to be the time of the relay switch from Vj,
to —Var) and A, (w) is the amplitude of the plant output in the
assumed periodic motion of frequency w

A, = max |y(t,w)]. (63)

te[0,T7]
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y(t,w) can be computed by means of its Fourier series

y(t,w) = de Z % sin (%7{']{:) sin[kwt + p(kw)]L(wk)
k=1

e o (1)
= 2 Sho1 sin[(2k — 1wt + ¢((2k — 1)w)]
L((2k — 1)w) (64)

where ¢(kw) = argW(jkw) and L(kw) = |W(jkw)| are
the phase and magnitude of W (jw) at the frequency kw,
respectively.

The frequency-dependent variable A, (w) can be computed
by using (63) and (64) and y((7/w),w) as the imaginary part
of (61) or via using the Fourier series (64). As a result, function
®(w) has the same imaginary part as the Tsypkin locus, and the
magnitude of function ®(w) at the intersection point represents
the amplitude of the periodic solution.

Having computed the function ®(w), we can carry out the
graphical analysis of possible periodic motions the same way as
it was done previously via the DF technique, simply replacing
the Nyquist plot of W (jw) with the function ®(w) given by
(62). Let us call the function ®(w), given by (62), the modified
Tsypkin locus.

VI. EXAMPLES OF FREQUENCY-DOMAIN ANALYSIS

A. Linear Case

Consider W (s) being the cascade connection of the second-
order linear plant W, (s) and the first-order dynamic actuator
Wa(s)

1

Wole) = T

Wal) = o+t

The loop is closed via the G-SO algorithm (12) having
the switching anticipation parameter 3 = 0.2 and control
magnitude U = 1. The approximate and theoretically exact
parameters of the periodic solution (obtained by means of the
DF and modified Tsypkin locus techniques, respectively) were
computed, and the “true” values were also found by computer
simulation (see Table I). Higher accuracy of the modified
Tsypkin method is apparent.

In Fig. 8(a), the graphical DF analysis is depicted.
The magnitude of W at the intersection point is M =
|W(j24.8)| = 0.0016, then the estimated oscillation amplitude
is fly = 4MU /7 = 0.002. Fig. 8(b) and (c) refers to the mod-
ified Tsypkin analysis. Fig. 8(b) shows the modified Tsypkin
locus drawn in the frequency interval w € [1, 300] rad/s, while
Fig. 8(c) focuses on the frequency range w €[22, 24] rad/s
where the intersection with the negative reciprocal DF is found.
Fig. 9 provides the results of the computer simulation of this
system.

The higher accuracy of the modified Tsypkin analysis, with
respect to the DF analysis, is justified by the theoretical analysis
presented previously. The mismatch of the simulation values
with respect to those values computed via the modified Tsypkin
locus (which are theoretically exact) is caused by factors of
numerical approximation such as truncation of the series (64),
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Fig. 8. Section 6-A. (a) DF Analysis. (b) and (c) Modified Tsypkin analysis.
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The Y, time evolution
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Fig. 10. Elastic arm example. (a) DF analysis. (b) Modified Tsypkin analysis.
roundoffs, and discrete-time integration of the simulation
example.
B. Linearization-Based Analysis
Consider the simplified model of the rotating arm driven by

a torque motor through an elastic friction link

1 2. . 1 .

EML g1+ Big1 + §MgL sin(qy)

=K(q¢2—q1) + B(d2 — 1)

JGo+ Bago+ K(q2 —q1) + B(g2 — 1) =7 (66)
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They 1 time evolution
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where ¢; and g2 represent the arm and motor coordinates, re-
spectively, M and L are the mass and length of the arm, B; is
the arm friction term, K is the joint stiffness coefficient, B is the
link viscous friction coefficient, .J and By are the motor inertia
and viscous friction coefficient measured at the link-side of the
gears, and 7 is the electromagnetic torque exerted by the motor.
The electrical dynamics of the torque servo drive is accounted
for by adding a first-order filter between the “command” torque
T* (reference input to the torque-controlled servo drive) and the
actual torque profile 7, according to the following:

1
T =
14 ps

7 pu=0.01. (67)

Let only the link coordinates be available for measurement
and define the sliding variable as s1 = g2 4+ ¢(g2 — ¢} ), with ¢ >
0 and ¢7 being a set-point value. The dynamics (66) restricted
onto the manifold s; = 0 is now briefly discussed. If s; tends
to zero, then g2 — ¢ and g2 — 0 exponentially. Considering
these two conditions into the first (66) yields an exponentially
stable error variable g1 — g7, as it can be proven by standard
Lyapunov analysis.

In order to obtain a continuous torque profile, we add an in-
tegrator at the input side [7]. The time derivative of the com-
mand torque is set via the G-SO controller with 5 = 0.8 and
U = 20. The following parameters were used: M = 1kg, L =
1m, J = 0.01 kgm2,Bl = 0.1 Nms, B, =1 Nms, K =
100 Nm, B = 1 Nms, ¢qf = 7/3, and ¢ = 3. The linearized
dynamics can be expressed in terms of the deviation variables
6q = [6q1,6q2,6d1,6¢2] and 651 = s as (68) and (69), shown
at the bottom of the next page.

The linearized plant can, therefore, be presented as in
Fig. 6(a) with
C(jwI-A)"'B

W(jw b
( Jw(jwp+1)

) = (70)

As shown in Fig. 10(a), DF analysis yields the following
value of the chattering frequency w = 512 rad/s. The magnitude
of W in the intersection point is M = |W(;j512)| ~ 9.4e — 5,
and the oscillation amplitude is Ay = 4MU/m =~ 0.0024.
Analysis via the modified Tsypkin locus [see Fig. 10(b)] gives
the following frequency and amplitude: & = 442.8 rad/s and
A, = 0.0028.

Simulations of the nonlinear model (66) and (67) with y =
0.01 provide the steady-mode time evolution of s;depicted in
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Fig. 11. The s; time evolution in the steady state.

TABLE II
PERIODIC MOTION ANALYSIS OF SECTION VI-B WITH ¢ = 0.001
Frequency Amplitude
[rad sec™ 1]
Modified Tsypkin Locus 1.68E+3 4.99E-4
Simulation 1.61E+3 SE-4

Fig. 11. The observed amplitude and frequency of the oscillation
are A, ~ 0.0029 and @ = 436 rad~!.

The periodic motion analysis and the tests were also repeated
with a smaller value of g 0.001. The contraction of the
boundary layer O,, was expected in accordance with (29), which
is confirmed as the reduction of the amplitude of chattering pre-
sented in Table II. The frequency of chattering increases, which
agrees with the fact that the control system bandwidth becomes
larger.

VII. CONCLUSION

A systematic approach to analysis of chattering in control
systems with fast actuators driven by the second-order sliding-
mode G-SO controller is proposed. Analysis is carried out in
the state space and frequency domains for linear and nonlinear
plants. It is shown that the system motions always converge to
the O, domain (29) of approximation with respect to the fast ac-
tuator’s time constant y, and, under some conditions, they con-
verge to a limit cycle fully contained in this domain. The main
results of this paper are as follows.
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For nonlinear plants and nonlinear actuators, the results are

as follows.

e The amplitude of chattering in a small vicinity of the
sliding surface and its derivative are estimated.

 Sufficient conditions for the orbital asymptotic stability of
the fast periodic motions are obtained in terms of the prop-
erties of corresponding Poincaré maps.

For linear plants and linear actuators, the results are as

follows.

* The describing function and the Tsypkin locus are adapted
to accommodate the task of analysis of the 2-SM system
driven by the G-SO controller; the DF and the modi-
fied Tsypkin locus are obtained in the form of analytic
expressions.

* A methodology of approximate analysis of the amplitude
and the frequency of chattering via application of the DF
method is proposed.

* A methodology of exact analysis of the amplitude and
the frequency of chattering via application of the modified
Tsypkin’s method is given.

APPENDIX 1
PROOF OF THEOREM 1

The Proof is divided in five steps.
Step A) There exists £y, > to such that sa(tar,) = 0.
Step B) There exists a sequence of time instants Zp7,,5 > 2
such that s3(tr7,) = 0.
Step C) There is p > 0 such that, if |s1a7,| > pfp?, then

0<g<l; h e {1,2}.

(71)

Isiaz,,, | < max{f, q}[s1as;],

Step D) There exists a positive constant H overestimating
[H (s, w)].
Step E) There are p1 > 0 and pp > 0 such that the domain O,
(29) is invariant.
Step A. Let tg = 0 be the initial time instant and assume,
without loss of generality that s1(0) > 0. If s1(0)s2(0) > 0,
then for any ¢ € [0, 5z, ), s2(¢) cannot be zero. Thus, |s1(t)| is

gq = Adq+Br
§s1 = Céyq (68)
- 0 0 1 0
0 2K 2(1)( 2(30 B) 213
g 1+
A=|-|2 * -
7S+ 3rps | ae MI2 ML2
K K B B+ By
L J J J J
o .
0 C
B=|,| C'= (69)
0 0
L7 1
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increasing and u(t) = —U for any t € [to,tps, ). By Assump-
tion 3 and (27) and (28)

21 < —(1—-¢e)yU < —Z—H

m

Nu<t<ty,. (72)

Hence, by (26), the “reaching condition” $5(t)sa(t) <
—H{[n + 1]|s2(t)| holds at t € [Np,tpr, ), which proves the
claim. If s1(0)s2(0) < 0, by construction, |s1(¢)| is decreasing
when ¢t € [0,¢571]. This means that there exists t. € (to,tnr, )
at which s(t.) = s1(0). Therefore, control u is such that
u = U fort € [t.,tp ). By taking into account Assumption 3
and (27) and (28), the same reaching condition holds over the
time interval ¢ € [t. + N, tar, ], which proves the claim.

Step B. It is easy to show that, because of the actuator
dynamics, if éz(t]\,jl)sl(tj\[l) > 0, then ég(t]\,[2)81(t]\/[2) < 0.
It can be, therefore, assumed that at ¢ = t¢,;1 condition
S2(tar, )s1(tar,) < 0 holds, which implies that at ¢ > t?\;h the
system trajectory enters one of the even quarters sjso < 0.
Let us assume, without loss of generality, that s1(ta7,) > 0
and refer to the plot in Fig. 12. All possible actual trajectories
of the uncertain system are confined between the limit curves
a,...,din Fig. 12. Such curves are computed by a worst-case
analysis which considers the limit values of the uncertainty f
as specified in (26).

There is t., such that si(t.,) = Bsin,, then control w is
given as follows:
=U, ty, <t<t.
=3 0 M=t 7
u(®) {U, te, <t <tar, (73)

By Assumption 3 and (26)—(28), there exists ¢5s, > tps, such
that s2(t5s,) = 0. By iteration, the claim is proven.

Step C. We are going to prove that there exist p; > 0 and
q € (0, 1) such that, as long as |s1asi| > piu?, then

|s1ar,i+1] < g1l

. 74
S1Mi+181M,i4+1 < 0 74)

S1M,i81M,i+1 < 0= {
[s1ar,it1] < [$10,i42] < qls1aa,i

81M,iS1M,i+1 > 0 = . 0 .
S1M,i4+281M,i+2 <

(75)

The property is proven for + = 1. Refer to the plot in Fig. 12.
We aim at evaluating the points s;,,, and 515s,. By algebraic
computations, it yields that singular point Pyr2 = (S1p4,,0),
achieved at ¢t = ¢572 when s2(tp2) = 0, is such that

Siae < S1m2 < S1m2 (76)
s — Bs _ (1—5)(H+GMVM(1+E)U)S ’
21M2 1M1 Gm’}/m(l — E)U _H 1M1
— Y1/ S1M1 — <P2M2
1-— G ym(1—e)U — H
Sim2 = PBsiv — (L= B)(Gmym ) )SlMl (77)

H + GM’}/]\[(I + é‘)U

with 1 and @2 being positive constants. The contraction con-
dition (71), with j = h = 1, is then equivalent to

S1m2 > —qS1M1- (78)
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Equation (78) can be rewritten as
Qisia + w1p/s1ar + 20 < (B+q) s1an
1-)[H+ Guym (1 +e)U
Q = (1-PB)[H+ Guym(l +¢) M]. (79)
Gn(l1—e)U—-H
To solve (79), let us introduce the new variable p; =
(s1ar1/p%) and rewrite (79) as
Qp1 + pa/p1+ 03 < (B+q)p1- (80)

If condition 2; < B+ ¢ holds, then the slope of the right-hand
side of (80) is less than (3 + ¢ and a nonempty solution interval
of (80) exists. Manipulating condition 2; < 3 + ¢, one obtains
directly the second of (27). The resulting solution interval of
(80)is p1 > p, where p, is the unique positive root of equation
1po + @ay/po + ©3 = (B + q)po. Then, by considering (76)
and (77), there is p] > P, such that, as long as

|siar| > pip? (81)
then |sps3] is contractive with respect to |spr1 | according to (75).
Convergence takes place in finite time since there is k£ > 0 such

that t]\,[,i+1 — t]\,[ﬂ‘ < ky/ |8]\[1|
Step D. Let Wy > [lw(0)[[,S10 > [s1(0)], and S3o >

|s2(0)|, and define 51 = sup,s|s1] and 52 = sup,q |s2|. By
combining (24) and (21), it can be written as

|P~I(s,w)| S F[) + F1(§1 + 52)
Fo=Hy+ HWo Fy = Hy + H¢;.

(82)
(83)

_Assume temporarily that a constant H overestimating
|H (s, w)| for any ¢ > 0 exists. Constants «y, ..., a5 can be
found such that

(0%
51 < S0+ agHp? + arp + ﬁz (84)
59 < S0+ asNuH + +/ 2(1 - ﬂ)agH\/a—l— asNpH. (85)

Consider the inequality

H > Fy+ F15.(H) + F15:(H). (86)
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Fig. 13. Opverall Poincaré map.

We will prove that (86) admits the semi-infinite solution interval

H € (H*,o0). By simple manipulations, one can rewrite (86)
as

+Xov/as + S1oH + agH2u2 + ax Hp (87)
where ), ..., A2 are proper constants.

If the slope of the right-hand side of (87), viewed as a function
of the variable H, is less than one for sufficiently large H, then
the inequality (87) admits a semi-infinite solution interval of the
type H € [H*, oo]. Considering the higher order terms in H,
one expresses such condition as

Fraop? + [M + Aav/aolu < 1 (88)

yielding, in turns, p < p*, where p* is the unique positive
solution of equation Fraou*? + M+ Ao/aolu* = 1.
Step E. It has been demonstrated that

Bi(p}) ={(s1,52): |s1] < pip®, s2 = 0} (89)

is attracting. Consider the worst-case evolution starting from
one of the neighbors (say the right one) of the attracting domain
B;. The analysis performed in Step D can be applied by setting
S10 = pip? and S = 0in (84) and (85). By evaluating the cor-
responding values of 51 and s and considering the contraction
condition (71), it can be concluded that there are p; and py > 0
such that the following relationships will never be violated after
the system has entered the set (89), and this concludes the proof
(90)

|s| < piu® 3] < pape.

APPENDIX 11
POINCARE MAP DERIVATION: GENERAL PROCEDURE

Let us derive the Poincaré maps of the domain y; > O,
f(w,y1,0,21) < 0 on the surface y» = 0 into the domain y; <

Gr )3 @)z (@)

B (@, )o.z (z;)

0, f(w,y1,0,21) > 0 on the same surface y» = 0,generating
by systems (34)—(36) and (37)—(38).

Let 49 > 0 and denote as wt(r,p),y; (T, p),
i (ro) () and pf(rw), g (nw), 2 (rw)
the solution of systems (34)-(36) and (37)—(38) with
the initial conditions w"’(O7 i) w?, (0, 1)
Y5 ya (0, 1) 0,2%(0, 1) 2w’ € W) and
g (0,w) = 39,93 (0 w) = 0,27(0,w) = z° such that
flw,59,0,2°) < 0 forallw € W.

Let T be the smallest positive root of the equation

o, F(TH,w) = By and such that (dyi /di)(TH,.w) =
g3 (T, w) < 0. From the implicit functlon theorem, there
exists a switching time-instant
+ +
T;Hu)( ) Tsw + O(M) (91)

such that yi (T3, ( )y 1) = [31/1,1/2 (TJr (1), 1 ) <0.

Denote as w, (7, ), yf, (7, 1), yap (7 7u), 2 (T, 1), and
Ui, (r,w), 53, (1, w), 7 (r,w)  the  solutions  of  sys-
tems (35)-(36) and (37)-(38) with the initial condi-
tions - wi (T35, 1) (T wwr 1) Y1p (L 1)

(Tm 1), y2p(71’gsw;u) (T s 11)s 2 (T, u)

w)

(T sw? H’) and glp(T/jswv ) = yl (T,usun ) y2p( Hsw?
- y? (T/j;w w) Z+(T’;-L|—<u ’U)) = Z+(T/j—sw/w)'

Let T+( ) be the smallest positive root of the equation
o (1, ( ),w) = 0 and such that (dyf /dt)(T;},w) =

'g( w) < 0. From the implicit function theorem, one can
conclude that there exists a switching time instant

T, =T, (w) + O()

up

92)

such that y;'p(Tlfp,u) = O,ylp(T p,u) < 0; so, we have de-
signed the Poincaré maps
— 0 — g (T (w), w
=* (it ) = |G )] )
P

and

Ut (w, o,

20)
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Similarly, we can compute the Poincaré maps of the
points (51, (T} (w), w), (T, (w), w)) and (w (T, 1),
T(le;,u),z;(ij,u)) of the domain 1 < 0,
f(w,y1,0,21) > 0 on the surface y» = 0 into the points

2 (w, 7 (T, (w), w), 2 (T, (w), w))

[ 91, (T, (w), w)
| Zp (1, (w), w)
U (w’,yt, 2% p)
[ wy (s 1)
= ylp(TH_pvlj’)
L % TILP’H’
w’ +0(p)
= 1p(Tp (w?),w") + O ()
zZy (T (w°),w’) + O ()
Y (T, ( 0),wo)>0

F@, g, (T (w"),w"),0, 25 (T (w"), w"

on the same surface y» = 0. Their detailed derivation is
skipped for brevity. Combining them will provide for the
overall Poincaré map (see Fig. 13), which allows checking the
conditions for the existence and stability of the periodic limit
cycles presented in Section IV.
Note that in conditions 1-4 the following notation is used:
T(’U)) = T_( ) (I (T(w)> ’U(;), %l_p(Tp_ (’U}), ’U))f(T('U)) w) =
p( ~(w),w), and Z(w,77,2") = :_(w,glp(T;'(w),w),
5 (T (w),w)).

95)

(96)

) <0 (97)

APPENDIX III
PROOF OF THEOREM 2

From the implicit function theorem, it follows that there exist
some neighborhood A of the point (wo, y7(wo), 2*(we)) and
po > 0 such that ¥ € C[N], Y € [0, po].

Moreover, we can rewrite ¥(w, y1, z, i) in the form

w + H’Q(wvyh 27/1’)

R(wayhzaﬂ’) (98)

\P(w7y17'z7ﬂ) =

where Q(w,y1, z, u) and R(w, y1, z, p) are sufficiently smooth
functions such that

Q(w, g7 (w), 2% (w), 0)
R(w, gy (w), 2" (w), 0) =
= (71 (w), 2" (w)).

Let us rewrite the map U in terms of the “error” variables

0, 99)
E(w, g1 (w), 2" (w))
(100)

(&) = (y1 — 7 (w),z — 2*(w)) yielding
(w, &, n; /L)
_ [ (w, &, p ]
Wo(w, &, m, 1)
:{ w+ pQ(w, & + 75 (w),n + 2" (w), 1 }
R(w, & + g1 (w),n + 2*(w), ) — (g7 (w), 2 (w))
(101)
T (w,0,0,0) = (w,0,0). (102)

Existence of the periodic solution follows from the existence
of the fixed point (w*(u),&* (1), n* (1)) of the Poincaré map
(101), which we are going to prove.
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Existence conditions for the fixed point are written in the form

G(w*7£*7n*7u)
_ |:G1(U)*>£*777*7/1'):|
Gz(w*7 5*7 77*7 /1/)
_ |: %[w* - \Ill(w*7£*a77*>p’)]
(€ )" = Ua(w*, ", 1
Taking into account that, if = 0, then w*(0) = wq, £*(0) =
0,7]*(0) = 0 and Gl(wo,0,0,0) = —To(wo)p(wo) = 0, it
turns out that if ;4 = 0, conditions in (103) are fulfilled. More-
over, taking into account that G2(w,0,0,0) = 0,Yw € W, we
can conclude that (0G5 /0w)(wy, 0,0,0) = 0.

Let us evaluate the Jacobian matrix of function G with respect
to variables w, (§,7) at p = 0, and

=0. 103
)] (103)

G
( (6 n)) (w0,0,0,0)
G11(wo) G12~(w0)
[ 0 Iy — Gaa(wo) (104)
C?ll(wo)
= _TO(wO)j_Z(wo)
C?21(1”0)
_ 9Gy
) ~ 9, ) (wo,0,0,0)
G22(w0)
)=
= m(wo;ﬁ(wo),ﬂ,i*(wg)) (105)

is not degenerated. This means the map G admits an isolated
fixed point (w*(p), £* (1), n* (1)) corresponding to the periodic
solution of systems (34)—(36) and (31)—(33), and w* (1) = wo+
O(n),yi (1) = §*(wo) + O(n), 2% () = 2" (wo) + O(p) 0.

APPENDIX IV
PROOF OF THEOREM 3

Denote as A;(wp),? = 1,...,m + 1 the eigenvalues of the
matrix (83/8(y1,z))(w07y1 (wo) *(wp)). Condition 5 now
could be rewritten in the form |\, (wo)| < 1,Vi=1,...,m+1.
The derivatives of ¥ with respect to variables w, (£, 7)) read as

v
o(w, (§,m)) (w0,0,0,0)
- {Im + U1y (wo) + O(n)  Wia(wo) + O(n)
O(n) Wos(wg) + O(p)
(106)
\i’u(wo)
= NTO(WO)gp (wo)
\1’21(7110(3
Uy
~ = a(f, ,'7) (’U)07 0,0, 0)
W (wo)
0= . .,
= By, ) oo ¥i(w0); 0,27 (wo)) (107)
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Then, in some vicinity of (wy, 0,0,0), (0¥/d(w,,n)) has
the two groups of eigenvalues

1+ pTo(wo)v;(wo) + po(p),

Ai(wo) + O(p), i=1,...,m. (108)

This means that under conditions 1-6 there exists some
neighborhood of (wy, 0,0,0), where U is a contraction map
and the fast periodic solutions of systems (35)—(36) and
(37)—(38) are orbitally asymptotically stable. O

APPENDIX V
POINCARE MAP OF SYSTEM (46)

The solution of (46) with initial conditions y;(0) = ¢,
y2(0) = 0,2(0) = 2° is computed as follows. Let ¢t € [0, T3],
then

2(t) = (2° + et =1 (109)
y2(t) = (2" + 1)(1 — e‘*) —t (110)
1

yi(t) =y + (22 +1)(e” +t—1)—§t2 (111)
where T = T& (y9,2°) is the smallest root of equation

w(T5) = (1/2)y. Lett € [T, T,f]. then
2(t) = (2, — Ve T 41 (112)
) =y, + (2, - D1 — e T 1t - T (113)

1
n() = 5ot + i, (= T5) + (ufy = 1) (114)
1

=Tk +e 7T 1) 4 (= T8) (13)

where 2, = 2(T},).y5, = v (T4,),ul, = w(T4,), and
T, is the smallest root of equation yo(7,") = 0. System (46)
is symmetric with respect to point 4y; = y» = z = 0, then the

periodic solution parameters are determined by the (51).

Introduce the auxiliary variable AT+ = T.F — T}, then the
overall system results in
1 _
Lo o [+ 1) 0 — T -7
AT (e + 1) e T - 2)
- AT 1 .-

S(ATT + 72T — 1) + iATJ’ = -1, (116)
1+ ((zg +1) e Th - 2) e AT = 0 (117)
Lo —T, + Loy
§y1p (Z + 1)( w4 T ) - _Tsw =0 (118)
(2411 —eTh) ((z +1)e~Th - 2) (1— 27T

+ AT —TF =0, (119)
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The entries of matrix J can be computed by differentiating
(48) with respect to y; and z, and evaluating the derivatives at
the solution point (52). One obtains

=+
0= _ 1 T+ oT,
Oy lg, o) 2 o (¥9,.29)
OAT™
+ (o + 1+ ATT = TH) ——
L O
+ (zg +1) e~ T 4 2[@‘ATJr —1]
oT, OATT
O g, Ol
(20 4+ 1) e TAHAT! (120)
and similar expressions for the remaining derivatives

(9=F/02) |3 202 (OZF/0m1) (e o). (925 192) o o).
which are sklpped for the sake of brev1ty The partial derivatives
of T} (y1,2) and AT*(y1,z) can be evaluated by differen-

Sw

tiating (49) and (50). In particulaf, differentiating (49) with
respect to y; yields (1/2) — ﬂt(aTj;u/ayl)ky? =) +

(% + DO — eTTw)(OTE, /o) o 20y = O, from

P
which it is easy to derive that (8T;[U/8y1)|(yg 20 =
0.2529. The remaining

(1/2/ sw (Zl[)) + 1)(1 - e_T'jw)) =
entries of the Jacobian matrix (54) can be derived similarly.
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