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B. Brief Discussion

The results presented clearly show that the disturbance model and the
observer used for the augmented system affect significantly the closed-
loop performance of MPC in the presence of plant/model mismatch and
unmeasured disturbances. In Fig. 3 we can see that MPC 1 and MPC 2,
based on disturbance models and observers designed with the proposed
method, reject the unmeasured disturbances much more efficiently than
MPC 0, even during the second phase of the rejection (¢ > 50) when
the actual disturbance is consistent with the disturbance model used
by MPC 0. Most likely the reason for the worse behavior of MPC 0
is that it is based on a fixed-structure observer (steady-state Kalman
filter), while the design of MPC 1 and MPC 2 exploits its freedom in
choosing the observer gain. Indeed, the existence result of [9] proves
that an observer gain exists for MPC 0 that provides the same behavior
of MPC 1 or MPC 2.

Notice that this performance improvement is associated to a “better”
(not a “larger”) input usage. In fact, this occurs because the output pre-
diction errors go to zero much more quickly for MPC 1 and MPC 2 than
for MPC 0. We can also see, as expected [5], that MPC 3 is not able to
guarantee offset-free control in the two controlled variables because
it uses a disturbance model with two integrating disturbances only.
Fig. 4 shows that efficient disturbance rejection and low sensitivity to
output noise is achieved by the proposed method. It is also interesting
to notice the effect of the tuning parameter o on the closed-loop per-
formance: the lower «, the more effective the estimator in rejecting
disturbances (but also the more sensitive to output and process noise).
Hence, by simply varying this single tuning parameter, one can trade
off between effectiveness in obtaining offset-free control and low sen-
sitivity to noise.

VI. CONCLUSION

In this note, we proposed a novel method to design a disturbance
model and its associated observer for offset-free model predictive con-
trol. This objective was achieved by synthesizing a “dynamic” observer
for the nominal system and by showing that, when offset-free control
is required, this is equivalent to choosing an integrating disturbance
model and a static observer gain for the augmented system. The dy-
namic observer was designed by solving an appropriate Ho, control
problem, aimed at minimizing the effect of external unmeasured dis-
turbances (and plant/model mismatch) on the output prediction. There
is a single scalar parameter to choose in the proposed design method,
which trades off between the aggressiveness in the rejection of distur-
bances and the resiliency to output and process noise. A simple appli-
cation example showed the effectiveness of the proposed method and
the benefits that can be achieved with respect to other more common
choices of disturbance models and observers.
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Performance Analysis of Second-Order Sliding-Mode
Control Systems With Fast Actuators

Igor Boiko, Leonid Fridman, Alessandro Pisano, and Elio Usai

Abstract—The robustness of the second-order sliding-mode control
(2-SMC) algorithm known as the “Generalized Sub-optimal” algorithm
is analyzed with respect to the cascade introduction of a linear fast
actuator. It is shown that if the actuator dynamics are sufficiently fast
then the system trajectories converge to an invariant set that includes the
second-order sliding domain s = $ = 0. It is also shown that the size of
the invariant set has quadratic dependence with respect to the actuator
‘“small parameter” . for the sliding variable s, and linear dependence for
its derivative $. This means that in the steady state the system trajectories
converge to an invariant domain described by the following conditions:
|s] < O(p?) and |$| < O(p). A simulation example is given to confirm
the proposed analysis.

Index Terms—Fast actuators, nonlinear systems, sliding-mode control
(SMC), uncertain systems, variable structure systems.

I. INTRODUCTION

The second-order sliding-mode control (2-SMC) approach was
considered an interesting topic by many researchers and practitioners
over the last decade (see [16], [4], [21], [19], [9], [20] and references
therein). Some attractive features of 2-SMC, as compared to the
classical first order sliding mode control (1-SMC), are commonly
recognized: higher accuracy of motions [16], chattering reduction
[21], finite-time convergence for systems with relative degree two [3],
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[15], the capability of utilizing the Coulomb friction in positioning
systems [19].

Such an interesting performance can be obtained by means of a
discontinuous control switching at theoretically infinite frequency. In
practice, digital implementation [2] and switching delay [15] cause
a detriment of the control accuracy which depends on the sampling
frequency and the switching delay respectively. These results are
similar to those well established for classical 1-SMC [23], [24].

In implementation, the actuator bandwidth is often much larger than
that of the closed-loop system, and for this reason its dynamics is usu-
ally neglected in the controller design. In some cases, nevertheless, un-
modeled, even fast, dynamics may become critical as they increase the
relative degree. It is well known [1] that in the case of linear plant and
actuator, the relay feedback control systems may have a stable equilib-
rium point only if the overall relative degree of the combined actuator
and plant dynamics is one or two, otherwise the system exhibits chat-
tering.

For smooth control systems, the influence of actuators on the system
behavior could be analyzed within the framework of classical singular
perturbation theory (see, for example, [14]) based on spectrum sepa-
ration. Those methods could not be used for the chattering analysis in
sliding mode control systems ([23, Ch. 5]). In [10]-[12] special tech-
niques for the analysis of singularly perturbed relay control systems
were developed, allowing to estimate the amplitude and frequency of
chattering and to correct the sliding mode equations in terms of fast
actuators and sensors time constants. Generally speaking, in [23], and
[10]-[12] it was shown that the accuracy of 1-SMC with fast actuators
is proportional to the “small parameter” i of the actuator’s dynamics
(Is| € O(p), s being the sliding variable). These results were con-
firmed in [5] via recently developed “locus of a perturbed relay system”
(LPRS) method allowing to analyze the robustness of the relay control
systems in the frequency domain.

The chattering analysis and adjustment of the 2-SMC algorithm in
the frequency domain was performed in [6], [7], in which the cascade
connection of a linear plant and a linear actuator was analyzed. Nec-
essary conditions for the existence of periodic motions, and a method-
ology for computing the parameters of those motions, were obtained
via, both, the describing function analysis and the “modified Tsypkin
locus”.

In this note, we analyze the effect of introducing a fast actuator into
a nonlinear system driven by the Generalized Suboptimal (G-SO) al-
gorithm [4]. We consider the plant being nonlinear dynamics, and the
linear actuator dynamics being a singular perturbation to the original
system, and estimate the accuracy of G-SO algorithm in terms of the
fast actuator time constant z¢. We prove that the trajectory of the control
system, with the G-SO algorithm and a sufficiently fast linear actuator,
enters into an invariant y-vicinity of the second-order sliding domain
s = § = 0 after a finite-time transient. Such vicinity is characterized
by |s| < O(p?) and |5| < O(u). This result justifies successful prac-
tical implementations of 2-SMC presented in the literature [4], [20] .

This note is organized as follows. Section II presents the problem
statement and Section III contains the main result. A simulation
example illustrating the proposed results is suggested in Section IV.
Section V concludes this note by summarizing the results of this
research and presenting some final remarks.

II. PROBLEM FORMULATION

Let us consider the following class of nonlinear uncertain single-
input dynamics in regular form [23]

x = h(x.£) M
£=1(x.8) +gx8nl(t)
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T & 0o 7.
= {f(x,f)] + L,@,g} () @

where x € R™ is the internal dynamics state-vector, § = [{1, &] =
[s,3] € R? is the vector collecting the sliding output s € R and its
derivative, z; € R is the plant control input, ¢ € [to, w) is the time vari-
able and w > %, is the maximal existence time interval of the system
trajectories. Let h : R™2 — R™ be a Caratheodory uncertain vector
field and f, g : R™"? — R be Caratheodory uncertain functions.
System (1)—(2) is driven by a linear rth order linear actuator, de-
scribed by the following singularly perturbed system:
nz = Cz + Du,

>0, z1 = Ez 3)

where v € R is the actuator’s input, z = [z1, 22,...,2,] E R",pisa
positive parameter, D = [0,0,...,0,1]7, E = [1,0,...,0] and C is
a constant Hurwitz matrix of appropriate dimension. Let the actuator
(3) has unit zero-frequency gain.
The control aim is to define an actuator input profile v guaranteeing
that w = oo, i.e., the trajectories can be infinitely extended in time, and
that the sliding variable and its derivative are steered in finite time into
some invariant small vicinity of the second-order sliding set s = s = 0.
Let the sliding variable s be the unique signal available for feedback
and assume what follows:
A1) There exist positive constants 7, Ky € R?* such that
for every xo € R™ and every bounded and continuous &(%)
the unique maximal solution of the initial value problem (1),
with x(tp) = xo, has interval of existence R™ and for any
t € [t1,t2] C [to, oo) satisfies the following condition:

()l < llx(t)]] + £ Is| + K>

sup |3
t1<t<ts

to <t <t<t <o (4)

sup
t1<t<ts

A2) There are known positive constants Fo, Fi, Fo, G, G
such that

|f(x,8)] < Fo + Filx|| + F2 €]l

Ixll =" lzil €]l = l&] + €] )
=1

0<Gn <g(x,6) <Gu- (6)

A3) The initial conditions x(t;) and (%) belong to known com-
pact domains X, o

x(to) € Xo  &(to) € Q. )

A4) There is a positive constant I\'s such that

llz(t)] < Ks sup [u], t > to, Ks > 1. (3)
t>tg

Assumption Al involves the concept of input-to-state stability (ISS)
(see [13, Sec. 4.9]). It can be said that the internal dynamics (1) is

required to be input-to-state stable with linear gain. On the basis of
Assumption A3, it can be evaluated the following constants:

Xo = sup ||x|| So= sup |s| So= sup || ©)
xefo 6660 5650

Assumption A4 establishes the bounded-input bounded-state (BIBS)
property of the actuator dynamics. The control algorithm dealt with
in this note is such that the actuator input v has a constant magnitude
U (|u| = Uar). Condition (8) can be therefore rewritten as

[lz()]| < K3Uns, t > to. (10)
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X =h(x.g)

u X g
GSO 2-SMC of o= Coipu 5] ) R
§=f(x.5)+g(x.&)z,
ACTUATOR
PLANT
Fig. 1. Considered closed-loop system.
III. MAIN RESULT _ Ll 4 L ¢ 7
qo = 59135 1+”_1 q1 = 7}_15091]\5
We consider the following control law, called the “Generalized Sub- - 1 N

optimal” (GSO) 2-SMC algorithm [4] shown in (11) at the bottom of g2 = 2(7155 (18)
the page where Uz, 3 are positive constant parameters and £y (i = " ) . .
1,2,...) is the sequence of time instants at which § = 0. The values Xo = Ho+ H1So+ H250 A = HaNo(81 + 62)
s(tar;) are referred to as the “singular values” of s. A2 = Ha+/2(1 — 3)05. (19)

The analysis of the closed-loop system (1)—(3) satisfying assump-
tions A1)-A4) and driven by the GSO controller (11) (Fig. 1) is the
matter of Theorem 1.

We show that if proper tuning rules of the GSO 2-SMC controller are
adopted, and the actuator dynamics is “sufficiently fast,” then the state
trajectories of the controlled system are bounded. More precisely, we
show that it can be computed a positive constant F' such that function
f(x, &) meets the following condition:

FxOI<SF  t>t (12)
Furthermore, we prove that the following conditions are achieved after
a finite transient Ty for some positive constants po and p;

Is| < pot’, [3] < p1pts t>Ty > to. (13)
The a priori information concerning the plant and actuator dynamics
is a set of positive constants which have been defined throughout this
note: Ifl, IX’Z, Fy, F1, FQ, Gm, GA,/[, _Xo, So, So, K.

A major result of the present note relies on the computation of two
constants, F'* and p*, according to the algorithm described as follows.
The “inputs” of the algorithm are the above-cited constants.

Algorithm 1. Computation of F* and p™* :

1) Define

n>1 =€(0.1), ~v€(0,1). (14)
2) Compute N. according to (39) and to the procedure reported in
the Appendix A

3) Set 3 according to the following condition

n+1+ GUEED — (1)
pe - Gy (1te) : (15)
n+1+ Gm(l—2)
4) Compute the following constants.
Ho = [Fo + F1Xo] Hi=[FAK:+ F)]
H, = [F1 K, + F)] (16)
6, = |1 Ka M
1 { + leliGm(l s
Gu(l+e)
b= |14+np—>r—= 17
2 { +"Gm(1—e) a7

5) Compute p* and F* as the unique positive solutions of the fol-
lowing equations:

quou*z + A1+ Xe/0 ll* =1 (20)
* Y * H p * ok
F :)\0+H1QDF,UZ+H1<11N + ;32 +MF
+ X/ + SoF* + qoF*2p** + i F*pr* @1

Theorem 1.: Consider system (1)—(3) satisfying assumptions
A1)-A4) and driven by the Generalized Sub-Optimal controller (11).
Let parameters 7,2,7, 3, 1* and F* be evaluated according to the
above Algorithm 1. Set the discontinuous control magnitude Uy; as
follows:

nF

Uv = ————, F>F" 22
M A= 9)Gn = 2

Then, provided that the following condition holds
<t (23)

the closed loop system trajectories will enter in finite time into the in-
variant domain

Op ={(x,5,%,21) : |s| < popr®,

8] < pip} 24
where po and p; are positive constants independent of .

Proof: The proof is organized in the following five steps. Steps
1)-3) assume, temporarily, that constant F’ in (12) exists, while its ex-
istence is proven formally in Step 4). Detailed proof of Steps 1)-5) is
given in the Appendix B.

Step 1) There exists a time instant ¢as1 > to at which $(¢ar1) =

Step 2) A sequence of “ singular points” P; = (s(ta),0)
(sm4,0)(i = 1,2,...) is enforced.

Step 3) There exist p§ > 0 such that whenever |sar;| > pip? the
following contraction condition holds:

0.

|sag,in| < max{F, v} suil, he{1,2}. 25)

Step 4) A constant F' can be computed such that condition (12)
holds.

Step 5) There exist po > py > 0 and p; > 0 such that the domain

(24) is attracting and invariant.

u(t) = { —Unsign(s(t) — s(to)),

—Unsign(s(t) — Bs(tumi)),

to <t <t

11
tas <t < tumivi, an
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The sliding variable & 1 with p=0.1
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The sliding variable derivative &2 with p = 0.1
80 T T T T

so—h n n h |

40

20 : ~ H

-100 i i i i
0 5 10 15 20 25

Time [sec]

Fig. 2. First test: ¢ = 0.1. The sliding variable &; (left) and its derivative & (right).

Remark 1: The linear growth assumption A2) might be considered
as rather restrictive. Indeed, general nonlinear system with a polyno-
mial (e.g., quadratic) state-dependent drift term clearly violates such
an assumption. The growth restriction (5) can be generalized provided
that, as often happens in physical systems, the state is a priori confined
into a bounded, possibly large, physical “operating region”. From this
viewpoint, let us consider the following more general growth condi-
tion:

lF(x. 01 < Flx

&ll)

where F is some bounded not-negative function with arbitrary growth
rate. Let the state vector (x,&) be confined within a given, possibly
large, compact domain D, i.e., (x(t),&(¢t)) € D forall ¢t > 0. Then,
by considering (12) and (26), constant F™* could be defined as follows,
thereby skipping the rather complex procedure outlined in the Algo-
rithm 1.

(26)

[

F"= sup FAIxIL €N

(x8eD

27

Furthermore, condition (23) is no longer necessary. This conclusion
comes from the developments presented in the Step 4 of the proof of
Theorem 1. It is apparent that such restriction on p was introduced just
to guarantee the solvability of (21). Since (21) should not be solved
anymore, also the restriction pt < p* can be dispensed with.

Thus, for large classes of practically relevant systems (e.g., uncer-
tain mechanical systems governed by interconnected second-order La-
grangian equations) restricted to evolve into their physical “operating
region” the allowed class of uncertainties can be significantly enlarged.
At the same time, the approach turns out to be simplified.

IV. SIMULATION EXAMPLE
To validate the present analysis consider the following fourth-order
nonlinear system:

%= Ax+B(& + &)

€1 = 2,6 = %4'51 + &+ [1x]|

+ (14 0.2cos(w1 + &)z

a=l% o) m=li]

X = [;L’l, ‘TQ][

(28)
(29)

with the second-order actuator

nz=Cz+Du z=]z, ZQ]T
0 1 0

°=|4 4] »=[3]
The sliding quantity &; is the unique signal available for measure-
ment. The considered dynamics meets all the requirements stated in
the Assumptions A1-A4. The initial conditions are: [£1(ty), {2 (t0)] =
[20, 5], [3:1 (t(]), T (to)] = [1 1] [Z] (to), ) (to)] = [0, O] The con-
troller parameters are set as Uy; = 200, 5 = 0.8. The Euler integration
algorithm with step 7, = 0.001 has been used in the Matlab-Simulink
environment. In a first test the actuator’s time constant was set to pt =
0.1. Fig. 2 shows that the sliding variable and its derivative converge
to a bounded neighborhood of the origin. To check whether the accu-
racy order (24) is actually achieved we performed a second test with
the p parameter reduced by a factor 10 (¢ = 0.01). By comparing
Fig. 3 with Fig. 4 it is apparent that the sliding accuracy is improved
by a factor 100, as for the sliding variable &, and by a factor 10 as for

its derivative . This is according to the expected order of accuracy
stated in Theorem 1.

(30)
(3D

V. CONCLUSION

The effect of introducing a stable linear actuator into systems driven
by the generalized suboptimal 2-SMC algorithm is investigated. It is
shown that if the actuator dynamics are sufficiently fast, the system tra-
jectories enter a small invariant boundary layer of the 2-sliding domain
s = § = 0. The analysis carried out proves that the actual system be-
havior is close to the one that would be obtained without the actuator.
Quantitative assessment of performance degradation due to actuator in-
troduction is provided.

APPENDIX

A. Analysis of the Actuator Response Under a Constant Input

Consider the response of the actuator (3) to the constant input v =
Unré—1(t — t;),t; being a generic time instant

Lo(t—t;
21 =211 + 21p = Eew®Y “)z(ti)

1 t 1oy
+7UME/63LC“ ‘Ddr t>t (32)
1 .

i
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The sliding variable &, with p=0.01 The sliding variable derivative &, with p = 0.01
50 ; ' : ' 10 . : ; ;
! 02 Zoo:n on steady ?tate oscillatﬂons :
il I
or I il | | i
l it it ‘\ il I i n‘“‘, I M
-10 7
-20 4
-30 b
25
—40 H . . . . . . .4
50 . ; . .
0 5 10 15 20 25
Time [sec] Time [sec]
Fig. 3. Second test: ¢ = 0.01. The sliding variable £; (left) and its derivative £> (right).
Ry .
S
s \{\ S
M2 Sma \ Sm3 Swmi Smas Swms Sma Sm3 M1
\‘\ .
. > 2

Fig. 4. The possible transient trajectories.

By the exponential stability property of the actuator dynamics, two con- AUppe w8 < 1 Uy =>t—t; > T

stants A > 1 and o > 0 exist such that the free and forced responses % 2\

satisfy the following inequalities: = —plog — (38)

@ €

laz] < Ae” w9 ja(t )|

|z10 — Un| < Ae wUTH Ty, (33)
Considering (10), we can rewrite (33) as follows:
|z1L| < AKsUpye o4 (34)

There is a finite transient after which the overall actuator response en-
ters an arbitrarily small vicinity of the steady-state value Uxs. More
specifically, for any € € (0, 1) there exists 7. > 0 such that

|21 = Unm| < U t 2>t + 1. (35)
A sufficient condition for the occurrence of (35) is the simultaneous

satisfaction of the following conditions:

earl <3<V |r = Ul < 2eUn 36)
which are equivalent, considering (33) and (34), to
MK Upre” w71 < %5UM =>t—t;>T.
_ 1 1 ZA:T{;; 37)

—plog
(0%

Since I3 > 1, the overall transient time 7. can be upper bounded as
follows:

1 20K

T. <T.. = N.pu, N. = —log
o

(39)

Note that, by taking into account (22), condition (35) implies the fol-
lowing:

|z1] >

t>t 4+ Nop (40)

Since, as shown in the proof of Theorem 1, condition (12) holds during
the entire control time interval ¢ > %o, inequality (40) represents the
“dominance condition” guaranteeing that the sign of z; affects the sign
of § in accordance with the following:

Z1 Z Uj\J(l —5) = 5 Z (7]— ].)F

z1 < —UJM(I — &‘) =3 < —(77 — 1)F

(41
42)

B. Proof of Theorem 1
Step 1) Considering the first of (11) the actuator input is such that
u = —Upsign(5(t)) = —Unssign(5(to)), to <t <ty
43)
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Fig. 5. Continuous lines: the limiting arcs. Dotted lines: possible actual trajectories.

Thus, by (40)—(42), the following “reaching condition” will
be satisfied:

§55< —=(n—=1)F|s

s to + [V@;L <t <tv (44)
which proves the claim.

Step 2) The initial condition is the first “singular point” P, =
(s(tar1),0) = (sm1,0). Let $ar1 = 8(tar1) and assume,
without loss of generality, that sa71 > 0.

If 5571 > 0 then s is increasing during the time interval ¢ €
[tar1, tarz) and the sign of the switching function s — 3sas1
does not change. Hence, the actuator input u is given by
w(t) = =Um,tam1 < t < tae. Taking into account
(40) it follows that z; < —(1 — &)U, a1 + Nepp <
t < tue , which implies, according to (42), that 5(¢) <
—(n—1)F,ta1 + Nop < t < tagro thereby guaranteeing
the existence of ta72 > tus1 such that $1(ta2) = 0 and
§(ta2) < 0.

If 5411 < O then s is decreasing during the time interval
t € [ta,tar2). This implies that there exists o1 > tar1
such that s(t.1) = B3sar1, and the actuator input « will be
given correspondingly by

U,
u=14<
M,

By analogous considerations as before, according to (41)
the following condition holds §(t) > (n — 1)F,t. +
Ny <t < tar2, which guarantees the existence of tas2.

Step 3) Singular point P; such that sar; $ar; < 0 is reached in finite
time and can be considered as the initial point of the present
step of analysis. We shall prove that there exists p5 > 0
such that, as long as |sas;| > pgp?, then:

ta <t <t

. 45
ton <t < tao (43)

smism,it1 < 0= |sp,i41| < max{~, 8}|sumil,

SM,i+18M,i+1 < 0 (46)
sMism,it1 > 0= |sait1| < |sa,i+2| < max{y, 3}|sa]
SM,i+28M,i42 < 0. 47

Conditions (46)—(47) tell us that during convergence dif-
ferent qualitative behaviors may occur, depending on the
sign of the encountered singular points. If they have alter-
nating sign then the transient trajectory is of the type in
Fig. 4-left, which features the contraction condition (46).
If they have the same sign, the transient trajectory is of the
type in Fig. 4, right, which features the contraction condi-
tion (47).

Consider without loss of generality, the case in which
sy > 0and Sp; < 0. Leti = 1.

The system evolution between points P; and P is confined
between limit curves of parabolic shape similar to those
depicted in the next Fig. 5, left.

The next singular point P>, achieved at ¢ = tp72 when
$(tarz) = 0, is such that
Sapo < sa2 < Sar2 (48)
(1= F+Gu(l+2)Un)
Sape = Bsurt —
Spre = PSMi Gm(l— ) s — F S0
— Qapn/sa1 — pap”
1-8)(Gm(l=2)Uy = F
Sm2 = Bsm1 — ( G YU )3]\/[1 (49)

F 4+ GuIKsUy

with (3 and ¢4 being positive constants.
The contraction condition (25), with ¢, h = 1, is then equiv-

alent to
Sar2 > —YSM1- (50)
Considering (48) and (49), (50) can be rewritten as
(1= )[F + Gu(l +2)Un] , o
Gm(l—o)Uy —F M + @ap/s011 + pap
< (B+7y)smi- (5D

To solve (51) let us introduce the new variable
po = (sa11)/(12%) and rewrite (51) as

Qipo + pay/po + @3 < (B +7)po,
(1=B)[F +Gu(l+:=)Uu]
Gm(l—E)UM—F ’

Q = (52)
If, for sufficiently large po, the slope of the right-hand side
of (52) is less than 5 + ~ then a solution interval of (52)
exists. Considering the higher order terms in po it yields
the following :

 <B+~ (53)
Manipulating (53) one obtains directly the second of (22).
The resulting solution interval of (52) is po > 2, where
p,, is computed easily by finding the unique positive root of
equation 1 po + @44/po + w3 = (8 + 7)po.
If sarisar2 < 0 then point Py is such that sareSare < 0.
This means that the same considerations can be iterated and
sn3 will be contractive with respect to sas2.
If sarisar2 > 0 then saps28a72 > 0 and the obtained be-
havior is different (see Fig. 5, right). It can be computed
P, > 0 such that sy3 € [sa2, Sm2 + e, uQ]. By consid-
ering (48)—(49) it follows that as long as

. L 91
| 2 pon” po = max (py, m i !
lsara| > pou’  ph = max <g0, =30 = 1)) (54)
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with 8, defined in (17), then |sas3| is contractive with re-
spect to |sar1| according to (47).

The convergence takes place in finite time since there is a
known k& > 0 such that

tar,ivr — tai < k/|sarl (55)
and analogous arguments as those used in [3] allow for
computing a finite upper-bound to the overall transient

length.

Step 4) Define 5 = sup,,, |s| and 5 = sup,>,, |5|. By com-

bining (5) and (4) it follows that | f(x, €)[ < Ho + H15 +
H>5. A constant F, overestimating |f(x, £)| for any ¢ >
to, exists iff the following inequality admits the semi-infi-
nite solution interval F' € (F'*, c0):

F > Hy+ H,15(F) + Hy5(F). (56)
After algebraic manipulations one can write
= 2 q2
5<So+qFpu +q1,u+f (57)
5< 8o+ 9N pF ++/2(1 = B3)02F/5+ N.#opuF.  (58)

Manipulating (56) in light of (57) and (58) yields

Higo
F

XN Fp+X2v/a2 + SoF + o F2p2 + i Fpe - (59)

Inequality (59) is solvable provided that the slope of its
right-hand side, viewed as a function of the variable F, is
less than one for sufficiently large F'. This condition yields
the following:

Hiqgop® + M + X y/polp < 1 (60)
Condition (60) yields ¢ < p*, where p* is the unique
positive solution of (20).

Step 5) Consider the worst-case evolution starting from one of

the neighbors (says the right one) of the attracting domain
Bi(ps) = {(x,8,821) : |s] < psp*,é = 0}. The
analysis performed in step 4 can be applied by setting
So = pyp? and So = 0in (57) and (58). By evaluating
the corresponding values of 5 and $ and considering the
contraction condition (25), it can be concluded that the
following relationships will never be violated after that the
system has entered the set B (pg):

Is| < p6 + a0 Fp® = pop” |3 < pip. (61)
Explicit computation of the constant p; is skipped for
brevity. This concludes the proof. O
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